
 

 

Listen to Others, Listen to Yourself: Combining Feedback 
Review and Reflection to Improve Iterative Design 

ABSTRACT 
Feedback from diverse audiences can contain ambiguity and 
contradictions, making it difficult to interpret and act on. To 
promote deeper interpretation of feedback, we tested the 
effects of combining a reflection activity and reviewing 
external feedback for an iterative design task. Designers 
(N=90) created a design and revised it after a) performing a 
reflection activity before reviewing feedback, b) performing 
the reflection after reviewing feedback, c) performing the 
reflection only, or d) reviewing the feedback only. We 
measured design quality, depth of revision, perceived effort, 
and confidence; and categorized the content produced from 
the reflections. We found that performing reflection after 
feedback review led to the largest increase in perceived 
quality for the revised designs, and performing reflection and 
feedback review regardless of the order resulted in the most 
extensive revision. Our results also showed that performing 
the reflection alone yielded outcomes that were similar to 
when only reviewing feedback, and either activity led to 
better outcomes than the control condition (no feedback or 
reflection). Designers stated that the reflection helped them 
recall their goals, question their choices, and prioritize 
revisions. We argue that designers should perform a 
lightweight, explicit reflection to enhance their iterative 
process, and discuss implications for feedback platforms. 
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ACM Classification Keywords 
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INTRODUCTION 
Feedback is critical for performing creative design. It helps 
designers iterate on their in-progress solutions by revealing 
problems, gaining insight, and unblocking fixation [24]. 
However, the feedback received from diverse audiences such 

as those reached via social media and crowdsourcing [20, 32, 
50, 52] can contain contradictions and ambiguity due to the 
providers having different motives [52], expertise [50] and 
perspectives [52]. Designers can therefore struggle to 
interpret and learn from the feedback, and act on it to 
improve their design solutions [7, 40, 50]. See Figure 1. 

To help designers interpret feedback more effectively, we 
develop a lightweight reflection activity and test its 
placement relative to feedback review for iterative design. 
Reflection is a meta-cognitive process in which a designer 
assesses the design situation and its relation to the project 
goals [39]. Prior work has shown that performing reflection 
after feedback review improves management decisions [1] 
and learning outcomes [27]. The improvements have been 
attributed to the feedback review facilitating a more effective 
reflection [1]. Our research extends this prior work by testing 
the effects of placing the reflection either after or before 
feedback review. In the latter case, we speculate that the 
reflection could facilitate the effectiveness of the feedback 
review. Our research also extends the prior work to the 
context of creative design. 

We conducted an online study in which designers (N=90) 
each created an initial graphic design for a public running 
event and then revised it after performing an activity in one 
of four conditions: reflect-before-feedback, reflect-after-
feedback, feedback-only, and reflect-only. The study also 
included a control condition in which designers revised their 
designs without reviewing feedback or reflecting. The 
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Figure 1. Example of a design and corresponding feedback 
generated from our study. The feedback exhibits conflict, 
thus requires deeper interpretation from the designers. 
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participants in the study were mostly novice designers. We 
measured the perceived quality of the design and the depth 
of revision using ratings from domain experts and the 
designers themselves. Designers also rated their confidence 
and effort invested in the designs, and rated the usefulness of 
the activities performed. We also categorized the content 
produced from the reflection activity. 

We found that reflection after feedback review led to the 
largest increase in the revised design quality according to the 
experts, and without designers over-estimating the amount of 
improvement they made. Designers reported a heightened 
focus on improving aesthetics such as layout, color, and fonts 
in this condition. If the reflection was performed before 
feedback review, we found that designers focused more on 
the concept of the design, but the quality of the revision did 
not increase as much as when the reflection was performed 
after feedback review. Performing the reflection and 
feedback review regardless of the order resulted in the most 
extensive revision. Our results also showed that performing 
the reflection activity alone yielded outcomes that were 
similar to when only reviewing external feedback, and either 
activity led to better performance compared to the control 
condition (no feedback or reflection). Designers reported that 
the reflection activity helped them recall their design goals, 
question their choices, and plan and prioritize their revisions. 

Our work makes two contributions to the creativity and 
cognition community. First, we offer deeper empirical 
understanding of how ordering reflection and feedback 
review affects designers’ performance and perceptions for a 
creative design task. Our results argue that designers should 
perform a simple, lightweight reflection activity to help 
ensure each design iteration is as productive as possible. 
Second, we offer implications for implementing a reflection 
activity in feedback platforms to encourage its adoption. 

RELATED WORK 
We discuss how our work builds on the theory of reflection 
in design. We also situate our contribution in the context of 
prior work that has combined reflection and feedback and 
other approaches for promoting feedback engagement.  

Reflection in Creative Design 
Schön distinguishes two categories of reflection: reflection-
on-action, which refers to when a designer revisits prior 
design episodes, and engages in a meta-cognitive process to 
extract meaning from those experiences; and reflection-in-
action, which refers to gaining insight while acting on a 
creative artifact [41]. The reflection activity developed in 
this paper is best characterized as reflection-on-action since 
it is an intentional act of writing an assessment of the design 
situation. 

Schön’s work has inspired many tools and methods to 
support reflection in design [3]. To support reflection-in-
action, researchers have pursued approaches to increase the 
“talk-back” of design representations. Fischer and colleagues 
championed the approach of embedding software critics into 

a design tool [14]. The critics could analyze the design 
representation and generate feedback on-demand by 
applying domain-centric design principles [13]. Another 
approach has been to explore user interfaces for better 
representing design alternatives and the meaning of the 
design situation [22, 35]. A third approach has been to enable 
designers to generate design alternatives by having access to 
their design histories [9, 28, 29]. 

For reflection-on-action, researchers have explored the 
creation of visualizations of design processes [28, 34, 42]. 
The visualizations allow designers to notice patterns in their 
workflows, revisit memorable ideas, examples and 
decisions, and extract lessons that will shape how they 
approach future projects. Others have viewed reflection as an 
ongoing activity throughout the design process that can be 
regularly performed to sensitize designers and end users to 
each other’s goals, knowledge, and motivations [45].  

Our work differs from this corpus of prior work because we 
are testing how a reflection activity can be best coordinated 
with the review of feedback. Additionally, though reflection 
is widely recognized as a core practice in creative design [3], 
there is a paucity of literature that quantifies the effects of 
reflection on design. Our experiment adds to this literature 
by including a condition that isolates the effects of 
performing a reflection activity on design performance.  

Using Reflection to Encourage Feedback Engagement 
Feedback is critical for performing creative work because it 
helps a person assess the quality of her in-progress solution, 
discover its shortcomings, and gain insight for improving it 
[24]. However, the effectiveness of feedback on the design 
depends in large part on how well a person is able to interpret 
the content, learn from it, and formulate an effective action 
plan [5, 25, 33, 37]. Though feedback interpretation is a long-
standing problem in many creative contexts, the issue is 
becoming more critical as people increasingly leverage 
online sources for gathering feedback on their creative work 
[21]. Feedback from online sources can be gathered fast, is 
affordable, and can tap a global audience [50]. Despite these 
benefits, feedback received online can be ambiguous, 
contradictory, and of variable quality because the providers 
typically have different motivations [52], expertise [50], and 
perspectives [52] for writing helpful feedback. These issues 
can cause the feedback to be especially difficult to interpret.  

One approach to promote deeper engagement with feedback 
is to incorporate a reflection activity. For example, in [1], 
users responded to simulated work emails that involved 
different categories of tasks such as coordination, decision 
making and resource allocation. Users received feedback on 
their task performance, and then developed and wrote an 
action plan while users in a control condition did not. The 
results showed that performing the reflection activity after 
reviewing feedback improved task performance more than 
receiving feedback alone [1]. The improvement was likely 
due to the reflection prompting deeper processing of the 
feedback and task context, which allowed the lessons to be 
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more effectively applied to a second task. Similarly, in an 
educational setting, students were required to read feedback 
on their solutions and submit an action plan before the scores 
were released. The results showed that this approach helped 
the students view feedback as a means for learning rather 
than solely a justification for their grades [27]. 

Our work shares the goal of using reflection to promote 
deeper processing of feedback. We extend prior work by 
testing how placing a reflection activity, either before or after 
reviewing feedback, affects an iterative design task. We also 
extend prior work by measuring perceptions of performance, 
in addition to the task outcomes, and by analyzing the content 
from the reflection activity.  

Other Approaches for Feedback Engagement  
Drawing from the broader literature on sense-making, there 
are approaches beyond reflection that could be applied to 
promote engagement with feedback. These approaches 
include applying tools for interactively visualizing and 
organizing the data [2, 26], scaffolding dialogue around the 
data [6], leveraging others’ interpretations of the data [15, 36, 
47], and increasing the transparency of the data creation 
process [30, 49]. We chose to test the integration of a 
reflection activity into the iterative design process because 
reflection has been long recognized as a core practice in 
creative design [3, 17] and learning [38, 43]. It can also be 
embedded in online communities and feedback platforms, or 
performed on one’s own without additional tools.  

RESEARCH QUESTIONS 
The goal of our study was to test the effects of integrating an 
explicit reflection activity into the iterative design process. 
We focused on the following research questions: 

RQ1: How does integrating a reflection activity into an 
iterative design process affect perceived design quality, 
degree of revision, and perceptions of design performance? 

RQ2: How does the sequence in which the reflection activity 
is performed – either before or after reviewing external 
feedback – affect these same measures? 

RQ3: What are the perceived benefits and limitations of 
integrating a reflection activity into the design process? 

Answers to these questions will deepen knowledge about 
how reflection can promote deeper engagement with 
feedback and make each iteration productive. Answers will 
also have implications for design workflows implemented in 
individual design processes and in feedback platforms. 

EXPERIMENTAL DESIGN 
To answer these research questions, we conducted a 
between-subjects online study with five experimental 
conditions (see Activity Manipulations). All participants 
created an initial design, engaged in an activity based on their 
assigned condition, and then revised the design.  

All aspects of the study including the number and phrasing 
of the reflection prompts, design feedback collection, and 

time allocated to each activity were piloted with three users 
experienced in design. We revised the study based on their 
feedback. None of these users participated in the full study. 

Participants 
We recruited participants online by advertising on design 
distribution lists in several U.S. academic institutions, and by 
posting on design-oriented Facebook group pages. We 
advertised the study as an online competition to create a 
graphic design for a half marathon. We were contacted by 
223 people; and 90 completed the study (60 female). 
Participants ranged from 18 to 45 years of age (µ=24, 
SD=6.9). All of them resided in the U.S. Participants 
completed an initial survey asking about their education and 
experience in design. They also rated their design expertise 
on a scale from 1 (novice) to 5 (expert). The average self-
rated expertise was 2.1 (SD=1.0), indicating that most 
participants perceived themselves as novices. This was 
supported by a majority of the participants (82%) reporting 
no academic training and minimal experience in design. 
Each participant was remunerated $30. To motivate effort, 
we provided five prizes of an additional $20 for the final 
designs that received the highest quality ratings from three 
design experts not affiliated with the research team. We refer 
to the participants in the study as designers.   

Design Brief 
All designers created an initial and a revised design for the 
following design brief: You have been hired to design a flyer 
for a half marathon race called RUN@NYC. The event will 
be hosted by and held at Central Park in Manhattan, New 
York City at 7 am on October 1, 2016. Runners can register 
through the event website www.running-nyc.com. The top 
three runners will receive a $300 prize each. The goal of 
your flyer is to encourage participation, be visually 
appealing, and convey the event details.  

We chose this design brief because we believed that both the 
designers and the feedback providers would be familiar with 
the topic. It was also open-ended, yet simple enough to allow 
for creative solutions in the time allotted. Designers were 
informed that they could use graphic design software of their 
choice and could use any online images in the public domain. 
To ensure the designers constructed their own solution, the 
use of design templates was prohibited. 

Activity Manipulations 
Designers performed a planned activity after submitting their 
initial designs but before revising it. The activities were 
organized into five experimental conditions: 

Reflect-only (R): Designers reflected on the initial design by 
writing responses to the reflection prompts defined in the 
study. No external feedback on the design was provided.  

Feedback-only (F): Designers reviewed six pieces of 
external feedback that was generated for the initial design. 
No reflection exercise was performed.  
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Reflect-before-feedback (RF): Designers performed the 
reflection activity first; then reviewed the external feedback 
generated for the initial design.  

Reflect-after-feedback (FR): Designers reviewed the external 
feedback generated for the initial design first; then performed 
the reflection activity. 

Control (C): Designers did not perform a reflection activity 
and did not receive feedback prior to revising the design. 

Reflection Prompts 
In all of the conditions with a reflection activity (R, RF, FR), 
designers wrote responses to three prompts (Figure 2):  

(1) Please describe the concept of your initial design.   

(2) What do you think was done particularly well in your 
initial design?  Please explain why. 

 (3) What could be the weakness of your initial design? And 
in what ways do you think the initial design can be improved? 

The first question asked the designer to revisit her goals, 
while the other two prompted an assessment of the design in 
the context of those goals. The questions were presented two 
days after the designers submitted their initial design in the 
associated conditions. The delay allowed the designer time 
to step outside of their design activity before responding to 
the reflection prompts. The two-day break was consistent 
between conditions. The prompts were developed to help 
designers extract insight from their design activity consistent 
with Schön’s theory of reflection-on-action [40]. The three 
prompts were derived from a larger pool of possible 
questions that was refined based on participant feedback in 
the pilot study.  

Feedback Generation  
Designers received external feedback on their initial design 
in the (F, RF, and FR) conditions. A challenge was to deliver 

feedback that was consistent across designs in terms of 
length, quality, and scope; yet be specific to each design.  

To address this challenge, we used a rubric to guide the 
feedback generation process. The feedback was generated 
using a paid crowdsourcing platform, Amazon.com’s 
Mechanical Turk (MTurk) [22]. Prior work has shown that 
the design feedback generated from MTurk is similar in 
terms of its quality, scope, and length to that generated from 
social media and online communities [52]. The rubric 
directed attention to three categories of design feedback: 
theme, composition and layout, and surface elements. The 
rubric was adopted from [10], which showed that the use of 
the rubric increased the quality of crowdsourced feedback to 
the point of being comparable to expert feedback [54]. Table 
1 shows the definition and samples of feedback for each 
category in the rubric.  

On the task page for gathering the feedback, the provider was 
presented with an image of the design, the design brief, and 
instructions for providing feedback: “Your feedback should 
include both strengths (what you like) and weaknesses (what 
you don’t like) about the [definition of that category of the 
rubric]. We are not the designer, so you don't need to be 
overly positive. However, responses that demonstrate 
insufficient effort or are offensive will be rejected.” The task 
was configured to require approval rates at or above 95 
percent and prior completion of 500 or more HITs. Five 
subjects were recruited to provide feedback for each category 
of the rubric for each design. The research team ranked the 
quality of the five pieces of feedback, and only the top two 
pieces of feedback in each category were presented to the 
designer. Each feedback task paid $0.40, which was 
consistent with U.S. minimum wage based on pilot data.  

When presented with the feedback, the designer rated the 
perceived quality of each piece of feedback on a Likert scale 
from 1 (low) to 7 (high). After the experiment, we analyzed 
the ratings between conditions. An ANOVA did not show a 
statistical difference between the conditions (F(2, 373)=0.74, 
p=0.47) and the feedback quality was reasonably good 

 

Figure 2. The user interface for a designer to write their 
responses to the reflection prompts. 

Category Definition and Example 

Theme 

Definition: Response evaluates the overall 
direction of the design 

Example: “It doesn't look like a flyer for half 
marathon race, looks like some flyer of 
Industrial/business/Real estate.” 

Surface 
elements 

Definition: Response assesses the color, font, 
and imagery choices made to the design. 

Example: “Your flyer is simple and very good, 
but the combination of the colors reminds to a 
party invitation, not marathon.” 

Composition 
and layout 

Definition: Response reacts to the layout and 
composition of the visual elements in the design. 

Example: “I like the contrast between the top 
and the bottom. But I do not like the contrast 
between the words at the top because I'm not 
sure how visible that will be once you print it out.” 

Table 1. The rubric used for feedback generation. 
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(μ=5.18, SD=1.43).  We interpret this result to mean that we 
were successful in generating feedback that was personalized 
yet was of similar quality and referenced similar themes.  

Procedure 
After signing up for the study, an account was created for the 
designer on our review platform. The account information 
was sent to the designer along with a Web link to access the 
platform. The study consisted of two phases. 

Phase I 
In the first phase, the designers were instructed to spend sixty 
minutes creating their initial design. Once created, the 
designers uploaded their designs to our platform and 
completed a survey about their performance (see Measures). 
A confirmation page was then displayed informing the 
designers that the second phase of the study would begin in 
two days. During these two days, the designers did not 

perform any actions related to the study. However, the 
research team gathered the design feedback that would be 
presented in the associated conditions during phase two.  

Phase II 
After two days, an email was sent to the designers to continue 
with the study. A page describing the assigned activities was 
presented to step the designers through the second phase. 
Designers in the reflect-only condition were directed to a 
page showing the reflection prompts (Figure 2). For the 
feedback-only condition, designers were directed to a page 
showing two pieces of feedback per category. The designers 
were instructed to spend 15 minutes performing each activity. 
For the reflect-before-feedback and reflect-after-feedback 
conditions, designers were presented with both activity pages, 
sequenced according to the assigned condition. Once the 
activities were complete, the designers were instructed to 
spend 30 minutes revising their design. Designers in the 

 Minimal Revision Extensive Revision Quality 

 Initial Revised  Initial Revised  Low High 

R 

  

  

 

 

F 

  

  

  

RF 

  

  

 

FR 

  

  

 

C 

  

  

 
Figure 3.  Examples of designs created in each experimental condition. The left two columns show a pair of initial and revised 

designs where the initial design was minimally revised. The middle two columns show a pair of designs where the initial design was 
extensively revised. The rightmost two columns show a low and high quality revised design from each condition. 
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control condition revised their initial design without 
reflection or reviewing feedback. Designers had up to three 
days to submit their revised design. All the indicated times 
were based on results from the pilot study. 

A second survey was presented after submitting the revised 
design. The survey had the same questions as the survey in 
the first phase but also asked about designers’ perceived 
usefulness of the assigned activities (see Measures).  

Measures 
In addition to the designs, we collected data through surveys 
and expert evaluation, and by analyzing the content of the 
designers’ responses to the reflection prompts.    

Surveys  
At the end of phase one, designers were asked: 

(1) How many minutes did you spend creating the design? 

(2) How much effort did you invest in the design? 

(3) How would you rate the quality of the design? 

(4) How confident are you that the flyer fully satisfied the 
design goals? 

At the end of phase two, designers were asked the same four 
questions along with two additional questions:   

(5) Please rate the degree of revision between the initial and 
revised design. 

(6) How useful was [Activity] for improving your design? 

Since the control group did not perform any activities, for the 
last question, they were asked: “How useful was having two 
days before being asked to revise their design?” Questions 
that asked for ratings were performed on a 7-point scale from 
1 (Low) to 7 (High).  Designers were asked to briefly explain 
each rating on the surveys.  

Expert Evaluation 
Three experts were recruited from the online work platform, 
Upwork [8], to evaluate the quality of the collected designs. 
Each expert had eight or more years of professional 
experience in graphic design and was paid $30. The experts 
read the design brief and rated how well the design satisfied 
the goals from 1 (low) to 7 (high). The designs were 
presented in a random order and the experts were blind to the 
iteration and condition. The intra-class correlation 
coefficient (ICC) was 0.83 for the initial designs and 0.80 for 
the revised designs. These values indicate 
substantial agreement between the raters to continue with the 
data analysis [23]. 

To assess the degree of change between the initial and 
revised designs, we recruited three additional experts from 
Upwork, who also have eight years of professional design 
experience. Additional experts were recruited because the 
other experts had already been exposed to the designs and we 
wanted to eliminate potential bias for the ratings of change. 
The experts read the design brief and rated the 90 pairs of 
designs. The rating interface randomly placed the initial and 

revised design side by side. The experts rated the degree of 
change from 1 (minor change) to 7 (completely different) 
and were blind to condition. The intra-class correlation 
coefficient was 0.86, again indicating sufficient agreement 
between the raters to continue with the data analysis.  

Content Analysis 
We categorized the content and measured the length of the 
reflection responses. Details will be described in the Results. 

RESULTS 
We collected 90 pairs of initial and revised designs: 20 from 
the reflect-only condition, 14 from feedback-only, 18 from 
reflect-before-feedback, 18 from reflect-after-feedback, and 
20 from the control condition. Figure 3 shows examples of 
designs in each condition.  

Design Quality 
Table 2 summarizes the experts’ and designers’ ratings of the 
perceived quality of the initial and revised designs. The 
experts rated all of the designs, and the designers rated their 
own designs. All the ratings were from 1 (Low) to 7 (High).  

Experts’ Ratings 
A paired t-test showed that the revised designs in the FR 
condition (μ=3.69) had the largest increase in perceived 
quality relative to the initial designs (μ=3.15; p=0.001). For 
the other conditions, the ratings of the revised designs did not 
statistically differ from the initial designs. The results show 
that performing a reflection activity after reviewing external 
feedback enables the most improvement in design quality 
according to the expert raters. 

An ANOVA also showed that the experts rated the revised 
designs higher (μ=3.56) than the initial designs (μ=3.34, F(4, 
265)=7.8, p=0.005). This result confirms that iterating on a 
design also contributes to improved quality [11]. Activity 
had no effect and there was no interaction effect. 

Designers’ Ratings  
Paired t-tests showed that the designers rated their revised 
designs in the RF (μ=5.00) and R (μ=5.30) conditions higher 
than their initial designs (μ=4.11, μ=4.30; respectively, 
p<0.05 in both cases), but not in the other conditions. This 
pattern was inconsistent with the ratings from the experts 
(compare the respective data in Table 2). Performing the 
reflection activity before or without reviewing feedback  

 

Activity 
Experts’ Ratings  Designers’ Ratings 

Initial Revised Initial Revised 

R 3.60 (1.8) 3.75 (1.9) 4.30 (1.1) 5.30 (0.9)*
F 3.26 (1.8) 3.43 (1.9) 4.71 (1.2) 5.07 (1.5) 

RF 3.76 (1.9) 3.76 (2.0) 4.11 (1.2) 5.00 (1.1)*
FR 3.15 (2.2) 3.69 (2.0)* 4.67 (1.4) 5.06 (1.3) 
C 2.97 (1.6) 3.18 (1.7) 5.15 (1.4) 5.55 (1.1) 

Table 2. Mean and (SD) of the quality ratings for the initial 
and revised designs. The scale is from 1 (low) to 7 (high). An 

* indicates the ratings of the revised designs were higher 
than the initial designs in that same condition (p< 0.05). 
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resulted in the designers over-estimating the increase in the  
quality of the revised design compared to the expert ratings.   

An ANOVA comparing designers’ and the experts’ ratings 
also showed that designers rated their designs (μ=4.9) higher 
than the experts (μ=3.45; F(1,270)=224.5; p<0.0001). One 
explanation is that the designers in our study reported lower 
expertise (μ=2.1 on 5-point scale), and prior work has shown 
that those with less expertise typically over-estimate the 
quality of their performance [4]. 

In sum, our results show that performing a reflection activity 
after reviewing feedback (FR) allows a designer to create a 
higher quality revised design according to the experts and 
without over-estimating their own performance. 

Degree of Change  
Table 3 summarizes the experts’ and designers’ ratings of the 
degree of change between the initial and revised designs. The 
experts rated all pairs of the designs, and the designers rated 
their own designs. Ratings were on a scale from 1 (minor 
change) to 7 (completely different).  

Experts’ Ratings 
An ANOVA showed that the Activity had a main effect on 
the experts’ ratings of the degree of change (F(4,270)=2.61, 
p=0.04). A post-hoc Tukey’s HSD test showed that the effect 
was due to the RF and FR conditions, as the pairs of designs 
in these conditions were perceived as having more changes 
than the pairs of designs in the control condition (p<0.05 in 
both cases). No other differences were detected. Performing 
a reflection activity either before (RF) or after (FR) 
reviewing external feedback led to more extensive revisions. 
Recall that the FR condition also led to the largest increase 
in perceived quality for the revised designs. 

Designers’ Ratings 
An ANOVA showed that Activity had a main effect on the 
designers’ ratings of the degree of change between their 
initial and revised designs (F(4, 90)=5.1, p=0.01). A post-hoc 
test showed that designers in the FR and F conditions rated 
the degree of change between their designs (FR: μ=4.7, R: 
μ=4.1) higher than the designers in the control condition 
(μ=2.6; p<0.05 in both cases). No other effects were found.  

An ANOVA also showed that the designers rated the degree 
of change between their initial and revised designs (μ=3.73) 
higher than the experts (μ=2.27, F(1, 91)=95.02, p<0.001). 

The difference in ratings could be due to the designers having 
been engaged in the design process, and having considered 
more changes than they actually made and could be observed 
by the experts in the revised designs.   

Designers’ Confidence and Perceived Effort 
Table 4 summarizes the ratings of the designers’ confidence 
in the initial and revised designs for satisfying the design 
goals. It also shows the designers’ perceived effort invested 
in the designs. Both ratings were from 1 (low) to 7 (high).  

Confidence  
An ANOVA showed the designers were more confident in 
their revised design (μ= 5.8) than their initial design (μ=5.3; 
F(4, 90)=8.86; p=0.004). No other differences were found. 
This result shows that the increased confidence was due to 
iterating on the design [19], and was not affected by 
performing a reflection activity or reviewing feedback.  

Perceived Effort 
An ANOVA showed that the designers rated their effort for 
the initial design (μ=5.16) as higher than for the revised 
design (μ=4.82, F(1,89)=4.0, p=0.048). This was not 
surprising, because we asked the designers to spend 60 
minutes on the initial design and only 30 minutes on the 
revised design.  

A paired t-test showed that the designers in the control 
condition reported decreasing the largest effort from the 
initial (μ=5.5) to the revised design (μ=4.3, p<0.05). Without 
feedback and without reflection, designers may have lacked 
direction for the design revisions and exerted less effort. 

Designers’ Perceived Usefulness of the Activities 
Designers rated the perceived usefulness of their assigned 
activity for improving their design. In the FR and RF 
conditions, the designers rated the usefulness of the 
reflection activity and reviewing feedback separately. 
Designers in the control condition rated how useful it was to 
have a two-day break (i.e. no activity) before revising their  

Activity Experts’ Ratings Designers’ Ratings 

R 2.53 (1.7) 3.9 (1.5) 
F 2.57 (1.4)   4.1 (1.7)* 

RF   2.89 (1.7)* 3.4 (1.6) 
FR   2.67 (1.1)*   4.7 (1.3)* 
C 1.90 (1.1) 2.6 (1.6) 

Table 3.  Mean and (SD) of the ratings of degree of change 
between the initial and revised designs.  The scale is from 1 

(minor change) to 7 (completely different). An * indicates the 
perceived change was higher in that condition relative to the 

Control (p<0.05). 

Activity 
Confidence  Perceived Effort  

Initial Revised Initial Revised 

R 5.55(0.9) 5.80(1.1) 4.95 (1.1) 5.1 (1.3) 
F 5.50 (0.8) 5.79 (1.2) 4.93 (1.1) 4.79 (1.7) 

RF 5.50 (0.9) 5.67(1.1) 5.00 (1.3) 4.72 (1.4) 
FR 5.32 (1.3) 5.67(1.3) 5.33 (1.1) 5.22 (1.4) 
C 5.70 (1.4) 6.15 (0.9)  5.50 (1.1)* 4.30 (1.4)*

 Table 4. Mean and (SD) of designers’ ratings of confidence 
and effort invested in their designs. The scale is from 1 (low) 
to 7 (high). An * indicates a significant difference between 

the revised and initial designs (p<0.05).   

 RO FO RF FR C 

Reflection 4.6 (1.6) N/A 4.2 (1.9) 4.7(1.7) N/A 
Feedback N/A 5.42 (1.3) 6.1 (1.2) 5.6 (1.4) N/A 

Break N/A N/A N/A N/A 3.9 (1.5)
Table 5.  Mean and (SD) of the ratings of the usefulness of 

performing reflection, reviewing feedback, or taking a break 
organized by the condition in which the action occurred. 
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design. Ratings were from 1 (not useful) to 7 (very useful). 
Table 5 summarizes the ratings. 

Both performing reflection (μ=4.48, SD=1.8) and reviewing 
feedback (μ=5.6, SD=1.3) were rated moderately useful for 
improving a design. An ANOVA showed that the condition 
in which the reflection activity (R, RF and FR) or reviewing 
feedback (F, FR, RF) were performed did not affect the 
ratings of their usefulness. The order of performing these 
actions also did not affect the ratings of their usefulness.   

In the RF and FR conditions, designers rated reviewing the 
feedback more useful (μ=5.81) than performing the 
reflection activity (μ=4.42, F(1, 35)=12.9, p=0.001). 
Designers in the control condition rated the two-day break 
least useful (μ=3.9, SD=1.2) for improving their design.  

Reflection Responses 
We analyzed the content of the designers’ responses to the 
second and third reflection prompts in the R, RF, and FR 
conditions. These questions related to the strengths and 
weaknesses of the initial designs. The responses were first 
partitioned into idea units. An idea unit is a coherent thought 
captured in a phrase, sentence, or group of sentences [8]. The 
dataset contained 64, 65, and 64 idea units in the R, RF, and 
FR conditions, respectively. From an initial pass on the data, 
we found that the idea units could be labeled using the 
categories from the feedback rubric: theme, surface 
elements, and composition and layout. Table 6 provides 
examples of idea units in each category. Table 7 shows the 
distribution of idea units by category. 

To compare the patterns of interest, we performed z-tests for 
population proportions, and found that the responses from 
the RF and R conditions placed more emphasis on the theme 

of the design (RF: 48%; R: 39%) than those from the FR 
condition (19%; p<0.05 in both comparisons). Conversely, 
the responses from the FR condition had more idea units 
relating to surface elements (43%) than the responses in 
either the RF or R conditions (RF: 24%; R: 26%; p<0.05 in 
both comparisons). If designers reviewed feedback before 
engaging in the reflection activity, their attention was 
directed more toward surface-level issues in their designs 
such as layout, color, and font choices. The length of the 
responses (in words) did not differ between the conditions 
(overall: μ=145 words, SD=18.3).  

Benefits and Limitations of the Reflection Activity 
We analyzed the designers’ explanations for their ratings of 
the usefulness of the reflection activity (R, RF, and FR 
conditions). The explanations were first partitioned into idea 
units. The dataset contained 27, 16, and 21 units in the R, RF, 
and FR conditions, respectively. Our initial pass assigned a 
theme to each idea unit. Subsequent passes were performed 
to group similar themes until they were reasonably exclusive. 
The number of idea units citing a given theme is shown as 
“(n=<value>)”. 

When the reflection activity was rated favorably, the most 
common theme was that it helped the designers revisit their 
design goals (n=17). One designer stated that he used the 
reflection activity to better recall his original design ideas:  

“Writing something out helps me think about what I really 
mean, helps me clarify my thoughts. This helped me 
understand what I really thought of the prior design.” [P38, 
RF]  

Designers reported that the reflection activity was also able 
to help them identify the strengths and weaknesses of their 
designs (n=14). This was especially true in the R condition 
(n=11) where designers did not receive external feedback. 
Intentional reflection enhanced designers’ ability to question 
some of their design choices and inspire revisions. An 
illustrative quote from a designer was: 

 “At first I wasn't sure how I could improve my design. In 
fact, I really liked my first design! And then I was thinking 
of minor things to change, like the font, or the font color 
etc. But then I thought about the comments that I had 
made, and honestly felt kind of pressured to make changes 
based on my actual reflections. After I did make the 
changes that were consistent with my reflection, I realized 
how much MORE I liked my new design!” [P133, R]. 

A third theme was that designers used the reflection activity 
to prioritize changes prior to executing them (n=14). 

Category Reflection Example 

Overall 
theme 

Strength: I think what I did well was reach the 
target market by persuasion. …The slogan 'this 
is your year' reinforces the need to sign up. 
[P27, R] 
Weakness: I feel the poster still lacks a sense 
of encouragement. I keep thinking about how I 
can include a motto that is unique, relatable and 
motivational but not cheesy. [P89, FR] 

Surface 
elements 

Strength: I think a weakness here is how small 
some of the font is, particularly in the lower left 
corner. [P136, R] 
Weakness:  I can replace the blue with other 
colors to make it more visible. The "Top 3 $300 
Prizes" text is difficult to see. I can make that 
more visible by making the outline bolder or 
changing color. [P90, FR] 

Composition 
and layout 

Strength: I think I did a good job not making the 
poster too clustered with words and spacing 
them out enough so the audience isn't 
overwhelmed. [P47, FR] 
Weakness: The text was a bit harder to see 
than it should be. I need to reduce the size of 
some of the text boxes and edit the background 
to make it pop a little bit more. [P168, FR] 

Table 6. Examples of responses to the reflection prompts.  

Category R RF FR 

Overall theme 48% 39% 19% 
Surface elements 24% 26% 43% 
Composition and layout 15% 23% 28% 
Other 13% 12% 10% 

Table 7.  Frequencies of the categories of idea units derived 
from the reflection responses. 

Session: Enhancing Creative Performance C&C 2017, June 27–30, 2017, Singapore

165



 

 

Elaborating on what needed to be fixed promoted a ‘stop-and 
think’ gap so that the designers could better consider how to 
incorporate their ideas into the revised design [24]:  

 “… I had to think through an explanation of my design in 
the first question, so I was better prepared to answer the 
second and third questions. While answering questions 
two and three, I could use the specific points I wrote for 
question one to decide which elements of the design met 
the goals and which did not.” [P73, R]  

When the reflection activity received less favorable ratings, 
designers felt that it did not help them generate directions for 
their revisions (n=10). Such responses came mostly from the 
R and RF conditions where designers performed the 
reflection without (or before) receiving feedback: 

“I don’t think they were very memorable or helpful. It 
didn't really give me any insight on what specific things to 
change.” [P105, R]. 

 “It's always hard to find ways to edit my own work, I feel 
like it would have been more helpful to receive feedback 
from someone else and build off that.” [P117, R]. 

A related theme was that some designers had decided on the 
revisions based on reviewing the feedback (n=6) and did not 
find the reflection useful. For example, one designer wrote:  

“I did not find it useful at all to write about the revisions I 
was going to make. I had already come up with the 
changes I wanted to do as I was reading the feedback.” 
[P90, FR]. 

Finally, other designers did not value the written forms of the 
activity, saying that their revisions were already clear in their 
minds (n=8). One supporting response was: 

“While the reflection question asks you to think about your 
design, it is all part of the design process already, so it 
does not add to improving the design.” [P179, RF]. 

DISCUSSION AND FUTURE WORK 
Our results show a benefit of integrating a lightweight 
reflection activity within the iterative design process. The 
feedback-only (F) condition in our study represented the 
common practice of revising a design based on reviewing 
feedback from an external audience. Interestingly, we found 
that performing only the reflection (R) before revising the 
initial design yielded outcomes that were similar to the 
feedback-only condition, and either activity led to better 
outcomes than the control condition. Reviewing feedback 
helped the designers assess their design through external 
judgments, while the reflection allowed the designers to 
extract and articulate what was learned from their experience 
creating the design [31, 46, 48]. Indeed, designers reported 
that the reflection activity helped them recall their goals, 
question their choices, and prioritize revisions. 

This finding suggests that when a designer is unable to 
acquire feedback (e.g. due to the cost of acquiring it), a 
reflection activity could be performed to guide the next 

design iteration without losing ground on the measures in our 
study. However, our results should not be interpreted to 
mean that a reflection activity could fully replace the need 
for external feedback in the design process. 

If designers perform a reflection activity in addition to 
reviewing feedback, we found that the degree of revision 
between the initial and revised design was perceived to be 
more extensive by the experts. Further, if the reflection was 
performed after reviewing the feedback, the designers 
improved the quality of the designs the most according to the 
experts. This finding extends prior work showing that 
reflection after feedback improves task performance [1] to 
the context of a creative design task. In our study, the 
improvement typically came from surface-level changes 
such as color, font, and layout. Regardless of its placement, 
integrating the reflection activity did not adversely affect the 
other measures. It remains an open question whether the 
focus on aesthetic issues was due to the designers in our 
study having less experience, or due to the categories and 
style of the feedback that was provided.  

Analysis of the content of the reflection responses indicated 
a tradeoff between performing the reflection activity before 
vs. after reviewing external feedback. Designers reported 
considering more conceptual issues when the reflection 
activity was performed first; whereas they reported attending 
to more surface issues when the reflection was performed 
after reviewing the feedback. It may therefore be most 
beneficial to perform the reflection activity before reviewing 
feedback during the early design stage when the focus is 
typically on conceptual issues and to perform it after 
reviewing feedback during the late stage when the focus is 
typically on improving aesthetics [44]. Future work is 
needed to confirm these recommendations.  

The psychological mechanism for how coupling reflection 
and feedback works is an open question. If reflection is 
performed after feedback review (FR), the reflection could 
be helping the designer to synthesize meaning from the 
feedback and their design experience [43]. However, it is 
also possible that the feedback helped direct the designers’ 
attention, thereby making the reflection more effective [1]. 
There would be an analogous interpretation if performed in 
the opposite order (RF). Future empirical research is needed 
to elucidate the mechanism at play and how changing the 
placement of the reflection activity affects this processing.  

Platform developers can draw from a range of mechanisms 
to aid interpretation of feedback, such as visualizing issue 
frequency [50], displaying cues of source identity [49], and 
enabling richer modalities for annotation [53]. A reflection 
activity could be implemented to complement any of these 
mechanisms, and have already been implemented in online 
platforms to promote learning [48]. As implementing the 
reflection is straightforward, we outline ways to encourage 
responses. If the reflection is to be performed after feedback 
review, a platform could request a response before allowing 
the next iteration to be posted. The response could also be 
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made available to the providers to further ground the 
feedback exchange [16]. If the reflection is to be performed 
before reviewing feedback, a platform could release the 
feedback only after receiving a response. Whether the 
activity is performed before or after feedback review can be 
based on the stage of the design or left to the designer. 

In our experiment, a designer reflected individually through 
writing. Alternative formulations of the reflection could 
include a collaborative dialogue around the prompts [12] or 
a video recording of one’s own responses [18]. Future work 
is needed to test how different formulations of the activity 
and different prompts affect design performance.   

As in prior design studies [32, 51], our experiment instructed 
designers to revise their initial designs. It is possible that this 
procedure limited the scope of changes that the designers 
were willing to consider. Similar studies in the future may 
want to instruct designers to create a second new design 
rather than revising their initial one in order to promote 
broader design thinking. Designers also wrote their own 
goals during the reflection activity thereby establishing 
individual standards. An alternative would have been to 
show the designers an expert solution in order to establish a 
shared, external standard. This approach could also 
contribute to promoting creative effort in the revision. 

To check if design expertise affected our results, we 
calculated an expertise score by adding each designer’s self-
rated expertise (5-point scale) to the quality of his or her 
initial design (7-point scale, rated by the expert). With this 
score added as a covariate, we repeated all of the analyses. 
The results were nearly identical, indicating that the findings 
are robust to the range of expertise represented in our 
participant pool. However, because the range of expertise in 
our study was skewed toward novices, additional work is 
needed to test if our results hold for a wider range of 
expertise. 

Two days separated the completion of the initial design and 
performing the assigned activity in each condition. This time 
was practically needed to generate the feedback for the 
associated conditions, though delays also benefit reflection 
[24]. Future work is needed to test how different durations of 
this delay would affect the patterns of our results. 

Beyond the issues already discussed, we see several exciting 
directions for future work. First, we want to implement a 
similar reflection activity in an existing review platform and 
study how often designers perform the activity and possible 
incentives, and how it affects their design performance in 
practice. A second direction for future work is to test the 
generalizability of our results in other creative domains, such 
as building architecture, programming, and writing. Third, 
future work could consider how to re-appropriate the content 
collected from many reflection activities over time to benefit 
design learning. Finally, it would be interesting to develop 
and test reflection activities suitable for different stages of 
the design process. 

LIMITATIONS 
One limitation of our study is that it only included two design 
iterations. It was therefore not possible to test how 
performing the reflection activity affects an entire design 
process. A second limitation is that we used a single design 
brief. This allowed for experimental control but future work 
is needed to test the generalizability of our findings for 
different design problems and in different domains. A third 
limitation is that the designers performed the reflection 
activity once and this was the likely the first time that they 
performed this type of activity in the context of solving a 
design problem. Further studies are needed to understand 
how the effects of a reflection activity change as experience 
is gained. Last, the study was conducted online to enable 
wide participation. Though our study platform stepped the 
designers through the procedure, it was not possible to verify 
that they performed the tasks exactly as instructed. 
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CONCLUSION 
To promote deeper cognitive processing of feedback 
received from an external online audience, we studied the 
effects of combining an explicit reflection activity with 
feedback review for a creative design task. We found that 
performing the activity after reviewing feedback enabled the 
largest improvement in design quality and the most extensive 
revisions, and without designers over-estimating their own 
performance. The order in which the reflection activity was 
performed – before or after reviewing feedback – created a 
tradeoff between considering more surface-level or more 
conceptual issues for the design revision. Our results also 
showed that performing only a reflection activity was as 
good as only reviewing feedback, and either activity led to 
better outcomes than performing no activity prior to revising 
a design. Our work advocates for a future where reflection 
activities are integrated into creativity tools and individual 
workflows, as the minimal investment needed for reflection 
can produce better solutions.   
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